Combining smart and traditional survey methods: Mode effects and other data integration considerations

# Introduction

Over the past two decade, sensor arrays and machine intelligence have moved from the exclusive domain of technophiles to become so mundane that we often take them for granted. Most people have a smartphone, and more people than ever report that they feel comfortable interacting with them (Couper et al., 2018; Keusch, Wenz, et al., 2022). The sensors contained in a typical smartphone, such as cameras, accelerometers, GPS receivers, ambient light sensors, or gyroscopes, have become embedded in users’ everyday life tasks with the goal of making things easier, faster, and more accurate (Khan et al., First 2013). Users have become accustomed to the ways in which these devices can improve their experience.

In the same two decades, response rates to a broad range of long-running surveys have declined, requiring institutions such as National Statistical Institutes (NSIs) to expend more resources to achieve comparable sample sizes (Luiten et al., 2020; Stedman et al., 2019). The causes behind the falling response rates aren’t clear, although the sheer number of requests for participation and increase in surveyors from the commercial space has been proposed as a factor (Dillman, 2015). In the past, surveys following up with non-responders have suggested issues of salience [“wasn’t relevant”], burden [“no time”], and interest [“too boring”] (Couper et al., 2007; Singer & Couper, 2017; Tait et al., 1995). Unsurprisingly, these same aspects are also well-represented in surveys of what respondents find bothersome in surveys (Husebø et al., 2018; Johnston, 2014; Mayer, 2019). The places where surveys fail to perform, such as in asking repetitive questions, requiring heavy time investment, and precise and accurate measurement of things like time or space, are exactly the places in which sensors and algorithms shine. This fortuitous overlap has not gone unnoticed by survey researchers, and the last decade has been marked by an increase in “smart surveys” seeking to augment existing methodology by using the tools readily at hand within smartphones (Couper et al., 2018; Link et al., 2014; Struminskaya, Lugtig, et al., 2020).

Although these smart surveys can be deployed in isolation, researchers whose current surveys might make use of some of the theoretical benefits are interested in integrating results from smart surveys with historical data sources and ongoing, established surveys. In addition, there may be a need to continue traditional surveys for specific sub-groups in the population. This presents an unfortunate conundrum, as the format of data gathered by sensors are often very different from data acquired via survey questions, and can require considerable cleaning and processing before it can even be directly compared (Harding et al., 2021; Kaplan et al., 2020; Keusch et al., 2023; McCool et al., 2021). Incomplete coverage of smartphones, combined with the potential for a differential self-selection bias between smart surveys and traditional surveys complicate the matter further (Stone et al., 2023; Wenz & Keusch, 2023). At the moment, there exists no comprehensive methodology proposing steps for the integration of data arising from smart and traditional survey methodologies, despite both researcher interest and impending necessity.

While the usage of smartphone-acquired sensor data is certainly a new challenge, the field of survey methodology has contended with similar issues in the past. Mixed-mode design, in which a survey is delivered across multiple platforms (e.g. via telephone and face-to-face), has been used for decades to improve low response rates, and adjust for issues of selection and coverage (de Leeuw & Hox, 2008; Klausch, 2014; Schouten et al., 2021b). Lessons learned on mode effect estimation and data integration of other disparate modes can provide a framework for smart surveys, although the larger differences between traditional and smart data means a higher onus on researchers to demonstrate measurement equality. This review uses the Total Survey Error (TSE) framework to investigate and describe potential areas for differences to arise between smart and traditional modes of administration (Biemer & Lyberg, 2003).

This literature review aims to accomplish the following:

1. Identify, classify, and quantify sources of error that may pose risks for the integration of smart surveys with traditional survey methods
2. Establish patterns of similarity between smart/traditional survey integration and previous research on mixed mode surveys
3. Provide an overview of methods to disentangle the various sources of error

In Section 2, we describe and outline different examples of smart surveys that provide concrete examples for the sections that follow. In Section 3, we briefly describe and review the literature on Total Survey Error to provide the necessary vocabulary for following sections. In Section 4, we present relevant literature on mixed mode survey methodology and its relationship to the question at hand. In Section 5, we present the literature describing initial findings on mode effects in smart surveys. In Section 6, we present results on estimation methodology and data integration. Finally, in Section 7, we synthesize the findings from the literature, provide recommendations, and suggest experimental methods for closing the gaps in existing literature.

# Smart surveys

## Smartphones and apps

Well before apps gained their current level of prevalence, researchers were investigating the usage of smartphones and other mobile devices independently of their capacity to provide complementary external data to the survey. Couper et. al (2017) offers a comprehensive review of the literature on web surveys completed on mobile devices. Important considerations included differences in coverage, non-response, break-offs, and how best to design web surveys to accommodate the new device (Pearce & Rice, 2013; Peterson et al., 2017; Toepoel & Lugtig, 2015).

The primary difference between completing a web survey on a smartphone and using an app on a smartphone is the length of time a person will need to interact with the device. Aspects such as coverage and differential non-response remain pertinent and to smart surveys. Although smartphone penetration has increased in the United States and Europe, the differences between who has them and who does not have remained.

## Levels of smartness

The difference between a web survey conducted on a smartphone and a smart survey, while conceptually easy to distinguish, is sometimes fuzzy. In this way, it may be useful to describe different levels of ‘smartness’ that a survey may have. A survey that a user accesses by typing in a website to the browser in their phone, then fills in questions in the same way as they would if they were answering in any other mode, would not be considered a smart survey. On the other hand, the addition of search bar for an input field for, say, the food you last ate could be considered a smart feature as it makes use of a smartphone’s capacity to serve up search results to reduce a user’s total effort in typing out a full phrase. This is a low level of smartness, but if it is compared to an entry blank on a pen and paper survey, it is easy to identify that it is present.

A high level of smartness for a similar question might involve scanning the barcode or taking a picture of the food you ate in order to answer a similar question. Although the gradation is not clear-cut, a high level of smartness tends to involve device sensors as its smart features because these offer an extended set of tools for meeting the goals of smart surveys: reducing burden and measuring concepts that respondents are unlikely to know or cannot measure. Schouten et. al (2021a) list a number of smart features that smart surveys may have: device intelligence, internal sensors, external sensors, access to public online data, access to personal online data, or linkage consent. Often, fully-developed smart surveys will employ combinations of many of these at once.

<Consequence: more smart = more measurement differences>

Following are three examples of smart survey types that are currently in use among NSIs. These surveys share a common history as complicated pen-and-paper diaries that often required interviewer assistance. Their high burden and the presence of questions that are difficult to measure or recall have made them ideal targets for novel methodologies over the years, which allows investigation into the impact of using differing combinations of smart features.

## Mobility

Surveys looking to measure people’s travel behavior identified shortcomings from the beginning (Clarke et al., 1981). The goal of these studies is to reliably measure travel behavior for a sample within a given geographic area, including aspects of the travel such as mode of transportation, precise start and stop times for each trip, and addresses for visited places, which is accomplished by asking respondents to record this information in diaries spanning varied lengths of time depending on the study (Axhausen, 1995). At the Second International Conference for New Survey Methods in Transport, differences in reporting were identified between days incorporating interviewer assistance and not, and between recorded behavior and road sensors (Ampt et al., 1985). Ashley et. al. (2009) discuss trip underreporting across multiple studies that rely on varied modes for comparison against the self-administered travel diary. Although the particulars differ, they share the commonality that the data from self-administered travel diaries consistently shows fewer trips than other sources.

The mobility survey represents the first of the included surveys to incorporate smart features. Early in the 90s, researchers began to make use of standalone GPS receivers for the purposes of recording all trips (Bricka et al., 2009; Sarasua & Meyer, 1996; Yalamanchili et al., 1999). This worked quite well at capturing user locations, but because it was an external sensor, linkage with data from the respondent was not simple, and methods varied across studies. Although some proponents posed the GPS logger as a complete solution that would eliminate the need for respondent involvement altogether (Wolf et al., 2001), the capacity for accurately determining trip purpose, transportation mode, and the identification of missing data has yet to prove itself as accurate as user input (Bähr et al., 2020; Gong et al., 2014; Nguyen et al., 2020; Sadeghian et al., 2021).

At the same point in time, the increase in Internet penetration and web familiarity led other researchers to experiment with bringing travel diaries online (Adler et al., 2002; Arentze et al., 2001). This allowed for the introduction of different smart features, including machine intelligence that added checks to the data entry stages that prevented impossible or unlikely entries, and linkage to personal data to decrease respondent burden (Hoogendoorn-Lanser et al., 2015). Much like with the GPS loggers, the data collected from the enhanced web-based travel diaries was often quite different.

In the early 2010s, smartphones began to come with embedded GPS technology and other sensors that made it feasible for them to record user locations, and researchers began to develop smart surveys for mobility behavior that made use of these features (Berger & Platzer, 2015; Cottrill et al., 2013; Greaves et al., 2015; Nitsche et al., 2014). Here, too, the specific smart features differed per app: some made use of additional device sensors, fusing the GPS records with accelerometer data (Prelipcean et al., 2018), and some integrated the machine-based check mechanisms with user feedback (Greaves et al., 2015). Soon, recommendations began to emerge for how best to make use of all possible smart features in order to improve data quality and reduce user burden (Harding et al., 2021).

As the travel diary became increasingly smart, it introduced new avenues that could account for previous sources of error, as well as new avenues for error to occur. While GPS coordinates could help to reduce recall error for respondents, the sensor could also fail in a number of ways that pen-and-paper studies were unlikely to fail. Determining the reasons for different outcomes between surveys with and without smart features requires considering each of these levels independently.

## Expenditure

Expenditure data, often gathered in the form of recall or diary studies, has seen declining response rates and data that don’t align well with aggregate measures (Crossley & Winter, 2014). While early research into expenditure involved either maintaining daily diaries of purchases made, or retrospective surveys on past average behaviors, independently these modes were both lacking. People face difficulties in estimating the amount of money spent on consistent but irregular purchases, such as grocery shopping or transportation costs, which made retrospective surveys a poor choice for documenting daily behavior (Crossley & Winter, 2014; Sekula et al., 2005). People were also not very good at giving estimates outside of the highest categorization level, such as “food” or “clothing” when asked in this way, which placed limits on what these surveys could be used for, and when restricted to shorter time periods, tended to “telescope” their answers by including responses occurring before the specified period (Crossley & Winter, 2014). The alternative, paper diary studies, allowed for categorization into different products, but this level of extensive reporting could only be carried out for a brief length of time and the quality of the collected data decreased even over the two week timespan often requested. Because of this, many of the larger expenditures such as healthcare costs, appliance purchases, or rent were very difficult to capture with the diary method. The current methodology employed by NSIs therefore deploys to each household both a diary for daily expenditures and a face-to-face survey asking about the larger line items that would be missed with the diary (EUROSTAT., 2003). Expenditure research must already contend with the concept of data integration with its two complementary sources.

Unfortunately, expenditure diaries are imperfect for their task, as respondents often face difficulties in recalling and documenting irregular and small expenditures. There have been multiple efforts to improve the quality of the data generated, but recent work suggests that the intensive burden of having to report all expenditures by writing down amounts and details is a hindrance to both nonresponse and measurement quality (Wenz, 2023). Issues of diary fatigue, where reported expenditure declines over the measurement period, are quite common (Brzozowski et al., 2017; Silberstein & Scott, 2011). Additionally, as expenses are shared at a household level, obtaining a clear picture for households of two or more people requires either extrapolation or collaboration. Lastly, in some countries, respondents must provide detailed itemization of all purchases, for example to be able to distinguish between meat, vegetables and hygiene products, all of which may be purchased at the same store. This granularity is crucial for classification purposes, for example, to be able to assess the impact of taxing different expenditure categories differently. In this way, it can be taxing not only in the total amount of time required to complete the diary, but in the overall cognitive effort required for a researcher to determine what level of specificity is sufficient, or to convert between units to report total weight or volume of certain purchases.

Fortunately, respondents are generally quite good at being aware of when and how they have spent money – in other words, the task that is required is central to the respondents. Thus, of the three benefits that smart surveys offer, expenditure research benefits most from a reduction in burden. This can be done with the introduction of smart features, such as by replacing a paper diary with an app-based diary to assist with the product input, prompting respondents for the necessary specifics such as type and quantity. As with the mobility case, previous efforts to decrease the burden have involved moving the data collection online, allowing for the incorporation of decision rules to attempt to prevent motivated misreporting (Eckman, 2022). More advanced smart surveys can offload laborious tasks onto the available sensors, by taking pictures of the receipts to automatically fill in line items (Jäckle et al., 2019; Wenz, 2023), or by using geolocation to offer reminders when people are in areas where they are likely to make purchases. The opportunities afforded by the addition of one or more smart features are significant.

Data generated under these new conditions, however, are at risk for being quite different from data gathered without these benefits. This is exacerbated by the existing complexities required to integrate the large-purchase face-to-face surveys with the diary. While NSIs have abundant macro-level consumption data, such as national and bank account data, the household budget survey is often the sole micro-level source, making it crucial that this adjustment and integration process is carried out with care.

## Time use

Short history of time use research and how it has evolved. Discuss app from TSS1. Issues that make it a good fit for smart surveys

# Total Survey Error

Total Survey Error (TSE) is a paradigm in which the varied ways that error can permeate through a survey can be described, and provides a basis for their joint and independent evaluation for contribution to the overall quality of the survey estimates (Biemer, 2010; Groves & Lyberg, 2010). Total survey error, conceptually, describes the difference between a parameter as it might be measured within a population, and the estimate of the same parameter as it might be measured by a survey (Biemer & Lyberg, 2003, p. 36). If the objective is to compare a smart survey against its non-smart counterpart, we are ultimately interested in the comparison of each of these against the population. While adaptations of the TSE framework have been proposed for big data, found data, and metered data (Amaya et al., 2020; Biemer & Amaya, 2020; Bosch & Revilla, 2022), none have been proposed for smart surveys. This article therefore relates the scheme as presented by Biemer and Lyberg (2003) to the case studies at hand. This version offers sufficient flexibility to categorize and demonstrate the differences in potential error sources between smart surveys and traditional surveys. Figure 1 is a graphical overview of the categorization levels: within total survey error, we distinguish between sampling error, caused by the process by which the sample is drawn from the population, and nonsampling error, of which we distinguish five categories.

For the purposes of this article, briefly describing each of these sources of nonsampling error is sufficient to provide context for the following sections. Specification error arises when there is a mismatch between the parameters of interest for the researchers and the information that the survey will capture. Frame error, also referred to as coverage, results from the failure of the sampling frame to adequately represent the population. Nonresponse error comes from a sampled person’s failure to respond to the survey instrument, either completely, or in part. Measurement error arises when a respondent answers in a way that differs from the truth, whether intentionally or not. Finally, processing error comes from processing, coding, editing, or working with the data.

The categories of nonresponse error benefit from an additional structural layer. Nonresponse can be called unit nonresponse if the sampled person does not respond to any part of the survey, or item nonresponse for when a sampled person has some response, but it is incomplete. Importantly, for diary studies, which are intensive and longitudinal, item nonresponse may be more complex (Lynn & Lugtig, 2017). While traditional item nonresponse is often conceptualized as questions left unanswered, the existence of patterns occurring over time, such as response that decreases over time or ends prematurely suggest the need for a third category of nonresponse or a classification of differential item response patterns.

<in traditional diaries, you do not see item non-response>

In addition to the longitudinal aspects of diary survey methods, there are additional considerations specific to smart surveys making use of passive data collection. Bosch and Revilla (2022) note two important deviations for passively-collected data from actively-collected data: it is difficult to distinguish missing data from absence of behavior, and similarly difficult to categorize missing data as either item nonresponse or measurement error. In their adaptation of the TSE framework to Big Data, Amaya et al. (2020) address this by assessing the concept of missing data error in place of nonresponse error, noting that the confounding can be abated when the generation mechanism of the missingness is identifiable.

The following chapter uses the TSE framework as a basis for discussion of the differences that are known to arise within each of these components between different modes of survey administration. Chapter 5 presents what is currently known specifically on the comparison between smart surveys and their non-smart counterparts.

# Mixed-mode surveys and multi-source statistics

A survey may be administered through one or more methods, including face-to-face, paper-based, telephone, or via a smartphone app. The choice of mode by which a survey is administered is known to influence the accuracy of the data collected (de Leeuw, 2018). When the same survey content is assessed by researchers by differing modes of response, the survey design is considered to be mixed-mode, as distinct from single-mode (de Leeuw et al., 2015a). Each mode of administration in a mixed-mode survey will accumulate error within the non-sampling error components discussed in Chapter 3: specification error, frame error, nonresponse error, measurement error, and processing error. When differences in error exist between different modes, we speak of mode effects.

To some degree, mode effects in fact represent the desirable element of conducting mixed-mode surveys. A telephone-based survey is limited in its coverage by default to persons who possess a telephone and web-based surveys will encounter coverage errors related to Internet access, but the development of a survey design that incorporates both modes will have greater coverage of the total population, assuming that the two modes differ in their coverage error. Most researchers who employ mixed-mode designs make use of this fact in order to improve coverage and response (de Leeuw, 2018). On the other hand, within the field of mixed-mode design, mode effects not contributing to an increase total survey coverage of these are frequently seen as nuisance elements to be avoided or corrected for against some gold standard measurement (Burton & Jäckle, 2020; Klausch et al., 2013). This view is at least partially at odds with the goals of smart surveys, which often seek to combine the benefits of both active and passive measurements precisely because of the lack of a gold standard.

In their book Mixed-Mode Official Surveys, Schouten et al. devote a chapter to the discussion of smart devices as an emerging new mode, noting that the new types of data “challenge the comparability of response with and without” the data (2021a, p. 223). The task of combining data generated by smart and non-smart surveys may ultimately bear greater resemblance to combining data from different sources if the variables arising from traditional surveys and smart surveys differ in their level of aggregation or frequency, corresponding to situations 7 or 8 respectively as discussed by Waal, Delden, and Scholtus (2020). We can therefore contrast the mixed-mode paradigm with the multi-source paradigm in which the existence of differential error between data sources can provide a method by which to compensate for the disadvantages of each (De Broe et al., 2021). Although the perspectives between mixed-mode and multi-source statistics differ, the methodology for the estimation of differences between the two is very similar, and so this paper condenses literature out of both disciplines. We will assess the relevant literature on mode/source differences at each level of nonsampling error within the TSE framework.

## Mode effects due to specification

There has been relatively little attention paid explicitly to the concept of specification error as it relates to mixed-mode survey design, although the importance of proper concept specification as the “backbone” of survey quality has been repeatedly emphasized (de Leeuw et al., 2015b; Salant & Dillman, 2008). Specification is the process by which the concepts of interest are translated into a variable that can be measured by the survey instrument, and specification error the mismatch between the two. Careful alignment of theory and questions by involving everyone in the process, along with a pretesting stage, can identify specification error (de Leeuw et al., 2015b). Regardless of whether the operationalization has been sound, survey modes that don’t differ in their presentation of the question are unlikely to elicit differences here -- except perhaps longitudinally (Lynn & Lugtig, 2017). In this way, the unified mode approach, in which all modes have questions phrased as similarly as possible, limits the introduction of mode specification effects (Dillman & Edwards, 2016; Dillman et al., 2014). The line between mode specification effect and mode measurement effect is not always clear in the data. In their chapter on Mixed-Mode Research, Hox et al. (2017) note the potential for instruments to “reflect different constructs across modes,” in the worst case scenario of mode measurement effects.

Unlike in the mixed-mode domain, the difficulties arising from mode specification effect come up regularly in multi-source literature, both because the data sources under consideration may be created independently of each other, and because the collecting instrument may limit the ways that the concept can be operationalized (Zhang, 2012). Here, too, there is confounding with measurement effect, but often the presence of clear differences in the operationalization of a concept lend itself to seeing differences at the level of specification rather than measurement.

## Mode effects due to frame coverage

The original concern of smartphone coverage was that smartphone coverage may have been limited by key demographics, but it may now be the case that access to the web on non-smartphone devices may be limited by key demographics.

Online surveys are done on many different devices. Mixed-device surveys. Online surveys not yet adapted to small screens. Variability in display of questions. No long matrix questions. Measurement differences can be minimal. (Toepoel & Lugtig, 2015)

<Stats from recent Eurobarometer on ownership and mention secondary divide using them is important, not just ownership -- Keusch study>

An increasing percentage of households now have Internet access only through their mobile devices (Peterson et al., 2017).

Antoun et al (Antoun et al., 2019) found coverage to be the largest source of difference between PC and Smartphone mode effects, with significant differences on eight of nineteen different measures across technology, lifestyle and political dimensions.

Differences in coverage between web-only and web + mail response options have been demonstrated in the past, even when penetration is high (Bandilla et al., 2014; de Leeuw, 2018). (and it’s reasonable to assume that this effect will be similar for smartphones)

Omissions, erroneous inclusions, duplications (?)

People are usually still contacted through the same routes, making the frames the same (is this always true?), but when the mode of administration is via an app, suddenly some portion of the sample frame is ineligible.

* Maybe change to selection error and combine?
* I think here it’s relevant because the frames are potentially quite different because smartphone
* Web resp are somewhat higher educated and more affluent -> transfer to app? (Couper, 2007)
* Registers (Groves, 2006; Groves et al., 2006)
* There are known differences between Android and iPhone owners, where iPhone users are have more disposable income and report differential spending habits (Götz et al., 2017; Keusch, Bähr, et al., 2022)

## Mode effects due to nonresponse

Nonresponse error has been frequently addressed within mixed-mode survey design, often in the context of increasing response rates by adding new modes, with the ultimate goal of decreasing total nonresponse error, at the putative cost of increasing measurement error (Sakshaug et al., 2010). Unlike between specification error and measurement error, there is a distinct boundary between the concepts of nonresponse and measurement error, allowing researchers to disentangle the two sources by experimental design.

### Unit nonresponse

A primary concern with unit-nonresponse is the biasing impact arising from the differences in patterns of data between the people who respond to a survey and those who do not. In the context of any one mode, this comparison is with regards to the population, but in the context of the comparison of smart and non-smart surveys, the concern is whether non-responders to each mode differ from the population *in the same way*. One primary cause of this non-response bias is likely to arise from privacy concerns.

Where the smart features are more invasive, such as with a web-tracking app or GPS mobility-tracking app, participants are much more likely to report being not at all willing to complete these data collection tasks on a smartphone (Wenz et al., 2019). At least in the mobility case, this appears to be a meaningful distinction for people between the automated reporting of an app-based system, and the completion of a paper diary, with self-reported willingness to participate differing upwards of 20% in some countries (Verzosa et al., 2021). Multiple studies investigating reasons for non-participation in app-based studies have indicated that privacy concerns play a critical role (Kreuter et al., 2020; Roberts, Herzing, Sobrino Piazza, et al., 2022; Struminskaya, Toepoel, et al., 2020). On the other hand, with traditional diaries, non-participation is often due to the perceived effort involved (Verzosa et al., 2021). Taken together, the differential reasons for non-response across differing methodologies indicates a high likelihood of finding mode effects that are due to non-response.

While the interplay of privacy versus effort may be the most salient aspect to respondents, there are additional factors that may influence nonresponse. Here, a primary tool for assessing these differences are studies investigating hypothetical willingness to participate in smart surveys. These are embedded within non-smart surveys, from which we infer that stated non-willingness to a future smart survey implies a difference in response between the two modes. Willingness to participate differs across sociodemographic groups as well as attitudinal measures (Struminskaya et al., 2021; Wenz et al., 2019; Wenz & Keusch, 2023). A frequent finding is that surveys involving smartphones decrease the probability of response in older persons, whereas this demographic tends to show increased response probability on traditional surveys (Felderer & Herzing, 2023; Roberts, Herzing, Sobrino Piazza, et al., 2022). Other areas with a strong potential for differential nonresponse include respondent’s IT literacy (Felderer & Herzing, 2023), differences in education (de Bruijne & Wijnant, 2014; Felderer & Herzing, 2023), and differences in employment status (Roberts, Herzing, Sobrino Piazza, et al., 2022).

### Item nonresponse

Current household surveys often contain specific questions or sections where respondents are more likely to skip them, or provide incomplete information. This is in fact one of the primary motivations for many researchers to include smart features in their survey: establishing whether a day with no recorded trips was truth versus nonresponse by the addition of location measurements, by indicating through notifications or design that several hours have not been accounted for in time use surveys, or by prompting for missing details such as quantity of an item purchased in mobility surveys.

Researchers conducting web surveys have investigated ways to reduce the consequences of item nonresponse by introducing smart features that check and validate a user’s entries, which is in some ways analogous to the presence of an interviewer by the completion of a survey, who can direct respondents to complete missing items (Conrad et al., 2005). A similar strategy of employing edit checks at the moment of the answer has been successfully used by interviewers to reduce underreporting (Lugtig & Jäckle, 2014). A potential concern in this area is whether there may exist a tipping point for respondents where “checks” as a smart feature are concerned (Peytchev & Crawford, 2005). For example, in requiring respondents to enter all auxiliary information on daily activities (location, participants, enjoyment, etc.), respondents may be disincentivized to enter more activities than necessary, which would result in paper diaries being simultaneously less complete in activity context, but more complete in covering the breadth of the activities (Chatzitheochari et al., 2018).

A further source of differential item nonresponse between smart surveys and their traditional counterparts is the impact that the device may have on missing data. This is especially true when the smart feature under consideration is a sensor, as this requires the sensing device to be charged and functional, which can prove challenging (Struminskaya, Lugtig, et al., 2020). Unexpected technical challenges are rare in pen and paper diaries, but their discussion is prominent in research involving smartphones. The interaction with the survey instrument on the smartphone, if not optimized, has been shown to produce more missing data, and have higher breakoff rates. (Mavletova & Couper, 2015; Roberts, Herzing, Manjon, et al., 2022). While this is unlikely to be the case with smart surveys that are specifically designed with smartphone interfaces in mind, aspects inherent to these devices, such as screen size or internet connectivity, pose unique challenges for smart surveys that do not exist with pen-and-paper surveys.

## Mode effects due to measurement error

Measurement error in surveys can stem from various sources, either from the respondent, such as with social desirability bias and satisficing bias, or the survey instrument itself, impacting its usability. Because smart surveys will differ from non-smart surveys in the interaction between these critical elements, we can expect this to contribute to the overall mode effect in a meaningful way, despite research indicating few differences between mobile and PC web surveys (Antoun et al., 2019; Couper et al., 2017). Mode effects might either shift the overall response distribution or modify the question-answer process, producing non-equivalent responses between different modes (Hox et al., 2017). An important distinction is that smart surveys are designed to offload some portion of the response generation process off of the user. We may also see the goal as mixing the benefits from each mode, in this way reducing the total survey measurement error (Tourangeau, 2017).

A respondent’s low level of involvement can lead to rushed responses, misunderstandings, or approximations. Previous mixed-mode research has indicated that careless reporting is fairly consistent across paper, web and smartphone surveys (Magraw-Mickelson et al., 2022). Similarly to their capacity to help with missing data, edit check rules that discourage or disallow reporting of improbable events have been used in web surveys to successfully reduce the measurement error commonly encountered in pen-and-paper diary studies (Conrad et al., 2005). Respondents often struggle to understand the intention of the researchers when answering questions, and this is made more difficult in situations in which their knowledge of the topic differs from that of researchers. For example, being able to search through the various categories for a specific item in the Household Budget Survey, or activity in the Time Use Survey are likely to produce categorizations that are more complete.

While the largest benefits may be in these categorization implementations, it may be a wider consideration. The interpretation of questions depends on question wording and layout, and this can have a meaningful impact on measurement error (Kasprzyk, 2005). These may differ by necessity between smart and traditional surveys, or may simply be interpreted differently due to the context. This is especially relevant because we know that respondents in interviews interpret questions differently from respondents in web surveys (Dillman et al., 2014), and an app that provides feedback may sometimes behave more like the former than the latter.

Interestingly, there is also potential for a decrease in social desirability bias with passive input, as shown by Keusch, Bach, et al. (Keusch, Bach, et al., 2022) in their web-tracking study. Self-administered modes have long been known to reduce social desirability bias in sensitive answers relative to interview and face-to-face modes (Burkill et al., 2016; Kreuter et al., 2008). Passive smart features may be able to reduce this even further, by virtue of being outside of the cognitive purview of respondents. On the other hand, not all features that offer information to the user are likely to be taken advantage of, and in this case, may only serve to complicate procedures (Conrad et al., 2006).

UI/UX elements, like sliders or dropdowns, are known to induce more errors on mobile compared to web (Couper et al., 2017). These effects could be amplified in the case of an app, considering the length of involvement expected from the user, making design decisions that reduce measurement error in the mode a necessity. Differing physical characteristics of a smartphone can produce differing response quality of response (Wenz, 2021). This could lead to greater variability in response in smart surveys, but might also induce bias due to existing relationships between personal characteristics and the particular device someone owns (Keusch, Bähr, et al., 2022).

## Mode effects due to processing error

Because traditional surveys are susceptible to a variety of human-induced errors in data entry and coding, it may be that smart surveys have the potential to reduce processing error. In paper questionnaires, the task of interpreting the respondent’s answers and aligning them with the proper categorization falls on the researcher. Where smart features can provide the tools to allow respondents to categorize activities themselves, this task is removed from the researcher and placed on the respondent (Ng & Sarjeant, 1993). The potential tradeoff here is one of reduced processing error for increased measurement error, in the case that the user is not always aware of the specific goals of the researcher. We expect neither mode to be perfect, but for there to be systematic differences between modes.

A concern for smart surveys is that some portion of the processing may not be visible. This is especially true in the case in which commercial entities are involved with the processing of the data and the algorithms used for processing are not freely available. For example, neither Google nor Apple share their proprietary algorithms by which the locations are generated on their respective mobile operating systems.

Aschauer et al. (2021) describe the processing steps of a combined travel/time use/expenditure diary, including the extensive validation process following plausibility checks. Part of this processing involves the retrospective manual analysis of missing or unlikely data as part of a preparatory step before contacting users for validation. Here, sensor measurements would impact this processing and validation step.

# Mode effects of smart features

As noted in prior sections, few studies exist considering mode effects in smart surveys versus traditional surveys. However, prior studies have investigated the impact that individual smart features may have on the collected data, which can be used to estimate effect sizes and directionality. Existing literature focuses on three sources of error in particular: coverage differences, non-response differences, and measurement differences.

The consideration of smart features with respect to coverage differences is similar to that of smartphone ownership in the wider public, as discussed in Section 4.2. Because smart features intentionally take advantage of some distinct functionality, each additional feature increases the demands on the respondent’s device, decreasing the available pool of respondents and in so doing, effectively reducing the frame relative to the original sampling frame. This impact is unlikely to be unevenly distributed: many people continue to use damaged phones for many years because the cost of repair or of a new phone is too high (Schaub et al., 2014), older phones and cheaper phones, both more likely to be owned by older persons, often cannot be upgraded past a certain version of their operating system, which may leave users unable to install an app built under more recent framework requirements (Mosesso et al., 2023). Some smart surveys may be developed to take advantage of features specific to one operating system or another – often excluding one of either Android or iOS, which has been shown to create coverage bias in important outcome variables (Keusch et al., 2023).

Evidence for differences in selection and measurement in moving non-smart -> smart in HBS (French et al., 2008; Riegler, 2015; Sekula et al., 2005)

Coverage and participation bias in budget app (Jäckle et al., 2019)

Unit-nonresponse: Panel participants who reported using their smartphone for more discrete tasks were more likely to agree to take pictures of themselves, receipts, their house, or their surroundings when asked within the confines of an otherwise non-smart survey, which may reflect a potential for non-response bias along this dimension (Struminskaya et al., 2021).

Non-response error may differ across smart features. Active smart features may increase item non-response on sensitive topics if users consider them more invasive than purely textual responses, as Whatnall et al (Whatnall et al., 2023) found when asking participants who had already reported their weight to take a picture of their scale. Conversely, passive smart features may decrease item non-response on sensitive topics, as the reactivity of changing behaviors that are being monitored lessens over a period of time (Keusch, Bach, et al., 2022). One of the largest impediments to the use of smart features is the increase in item non-response associated with passive measurements (Bähr et al., 2020; Chatzitheochari & Mylona, 2021; Struminskaya, Lugtig, et al., 2020). Classifying lack of behavior as missing due to undercoverage or true absence of behavior is common whenever we offload the response from active to passive, whether this is with web-tracking, sensors, or (Bosch & Revilla, 2022; Courtney et al., 2023).

Where specific comparisons have been made between surveys with smart elements and traditional surveys, they have been compared on the basis of measurement differences. Wenz (Wenz, 2023) looked at a comparison of a household budget app either with or without scanned receipts, in comparison with the national budget. After using inverse probability weighting to match the sample composition of the app and diary, both the high-smart and low-smart app underestimated expenditures as compared to the diary benchmark.

A number of comparisons using food diaries have also been conducted, Photo-based food diaries had a small underreporting mean bias versus a moderate underreporting from paper diaries using the same participants (Costello et al., 2017) Smartphone-based measurement of food intake was as accurate as paper-based food records (Hutchesson et al., 2015) Image-based food diary compared against known truth demonstrated underreporting (average reported to actual ratio of 81%), but at a comparable level to paper diaries (54% to 94%) (Boushey et al., 2017)

Comparisons against self-report data outside of the diary format have also demonstrated meaningful measurement mode effects. Logged smartphone usage data are different from self-report data, but show better correlations with psychosocial contexts (Jones-Jang et al., 2020)

As an example, user experience and perception of the survey instrument can be quite different. Many of them relate to the interaction with the smartphone itself Respondents report feeling less connected to their time use when entering it as checkboxes with an app, versus the inclusion of a greater level of detail via traditional diary methods (Frąckowiak et al., 2022) The extra features such as tooltips and linked help sheets can provide guidance on questions that may enable users to better assess the pragmatic intent of a question, which is often the source of difficulty for respondents who do not understand a survey question (Schwarz, 2012). Users can trust the smart elements too much, disregarding their own intuition, such as using the defaults provided in an app where otherwise they would be required to estimate it themselves. (Bucher Della Torre et al., 2017)

A study combining two different sensors measuring alcohol levels in comparison with a daily retrospective survey on the previous day’s alcohol usage encountered large amounts of discrepancy not only between the sensors and self-report measures, but between the sensors themselves (Courtney et al., 2023). This is very similar to what is found in physical activity studies comparing sensor readings to objective measurements (Parmenter et al., 2022).

Add:

When comparisons are made between traditional diary studies and app-based mobility studies, there large differences in in rates, distances, and lengths of trips (Gillis et al., 2023; Greaves et al., 2015). The straightforward interpretation of this difference is that sensor data reduce the overall measurement error relative to non-smart methods, but Bradley et al. (Bradley et al., 2018) posit the interpretation that this reflects a difference in “soft refusals” or non-response bias between the two methods.

Chatzitheochari et al. (Chatzitheochari et al., 2018) report on the usage of hard and soft checks, respectively requiring or suggesting certain actions from the user in order to reduce incomplete data, which increase full completion rates by 30-50% over the paper diaries with no such features.

# Estimation Methodology

The estimation of total mode effects between modes is very simple in that any existing difference between sample means or variances between two different modes indicates the presence of some sort of mode effect. In this way, every study that separates their analyses by mode has provided a method for estimation of the total mode effect. Unfortunately, because this mode effect is representative of the summative process of all modes of error, this is of limited use in accounting for or adjusting for the differential responses between varying modes. Any useful estimation methodology must therefore provide a method for distinguishing some (combination of) error(s) from some other (J. T. A. Vannieuwenhuyze & Loosveldt, 2013)

.

In her survey of the current literature on mobile devices, data integration, and privacy contains, Salvatore (Salvatore, 2023) found that propensity scores, missing data, and regression estimators were commonly mentioned by researchers, indicating that researchers are sensitive to the need to consider these issues. On the other hand, because finely parceling out total error into its component pieces requires access to some known standard against which to compare, and most survey research is conducted precisely to solve for some unknown quantity, assessment of mode effects generally requires an explicit design choice. This is usually only possible in the contexts of experimental research within probability samples whose properties are more predictable, or when some external source of data may be used to provide validation (Klausch et al., 2013).

Experimental research on the estimation of mode effects comprises a relatively small proportion of all literature on the topic, but ostensibly offers the strongest properties for establishing the extent of mode effects. Tourangeau suggests three main strategies for disentangling the two sources of mode differences: 1) direct assessment of measurement error by comparing survey reports to a gold standard, 2) rendering the mode groups comparable statistically with weighting or regression and 3) estimating the errors using modeling techniques (often CFA or LCM). (Tourangeau, 2017)

Probability samples are often used as a basis in these experimental designs in order to reduce or remove the impact of frame error (van den Brakel, Jan A., 2013). Non-response bias can be estimated on the basis of correlations between demographic characteristics and survey response, leaving the remainder to be considered as measurement error (van den Brakel, 2008; van den Brakel & Renssen, 2005). Although literature in which differences are estimated in this way between smart and traditional surveys, Premkumar et al (Premkumar et al., 2023) have demonstrated the usage of this method in a household budget survey. <\*\*findings?\*\*>

A second type of experimental methodology similarly involves splitting the sample followed by random assignment to a mode, but goes further by then following up by assessing the same participants with repeated measurements within a single mode (Schouten et al., 2013). This has the benefit of not relying on correlations between survey responses and known demographic profiles, but increases the costs significantly, and introduces a small possibility of differential memory effects between modes (Klausch et al., 2015). Here, too, a consideration must be made for non-response between waves, which is solved for by Klausch et al. (Klausch et al., 2015) by imputation of unit non-response after the follow-up.

## Experimental

* Longitudinal random allocation in a panel – quasi simplex model
  + The impact of mixing modes on reliability in longitudinal studies. (Cernat, 2015)
  + Estimation of mode effects in the health and retirement study using measurement models. (Cernat et al., 2016)
* Estimating coverage bias using a survey to ask about smartphone-specific ownership questions and the outcome variables of interest
  + Coverage Error in Data Collection Combining Mobile Surveys With Passive Measurement Using Apps: Data From a German National Survey (Keusch et al., 2023)
* Crossover design with two sequences of modes Split sample, two waves switching between modes, creating three groups reference, covered and responding, and partialling out the errors.
  + Simultaneous estimation of multiple sources of error in a smartphone-based survey (Antoun et al., 2019)
* Re-interview design (Biemer & Lyberg, 2003; Elliott et al., 2000)

## Non-experimental

Less here in places where the error sources aren’t sorted

* Comparing mixed-mode to single mode to separate selection and measurement bias (observed variables insensitive to survey mode)
  + A method for evaluating mode effects in mixed mode surveys (J. Vannieuwenhuyze et al., 2010)
  + Evaluating Relative Mode Effects in Mixed-Mode Surveys: Three Methods to disentangle Selection and Measurement Effects (J. T. A. Vannieuwenhuyze & Loosveldt, 2013)
* Estimate classification error rates Measurement error categorical variables with overlapping datasets - Latent class analysis
  + Estimating classification errors under edit restrictions in composite survey-register data using multiple imputation latent class modelling (MILC) (Boeschoten & Oberski, 2017)
  + Measuring temporary employment. Do survey or register data tell the truth? (Pavlopoulos & Vermunt, 2015)
  + Estimating error rates in an administrative register and survey questions using a latent class model (Oberski, 2017)
* MTMM
  + The Validity and Reliability of Survey Questions: A Meta-Analysis of MTMM Studies. (Scherpenzeel & Saris, 1997)
* Prediction of a “true” values of numeric variables of interest, given multiple data sources covering only subsets of the population – latent variable
  + Estimation from contaminated multi-source data based on latent class models. (Guarnera & Varriale, 2016)

### Specification effects

* Measurement error assuming “Overlapping Numerical Variables with a Benchmark”
  + Combining official and Google Trends data to forecast the Italian youth unemployment rate (Naccarato et al., 2018)
* Reconciling high frequency and low frequency data – quadratic minimization
  + Solving large-data consistency problems at Statistics Netherlands using macro-integration techniques (Mushkudiani et al., 2018)
  + Macro-Integration for Solving Large Data Reconciliation Problems (Mushkudiani et al., 2014)
* Administrative sources and surveys using HMM Overlapping numerical variables without a benchmark
  + Overlapping numerical variables without a benchmark: Integration of adminis-trative sources and survey data through Hidden Markov Models for the production of labour statistics (Filipponi & Guarnera, n.d.)

### Measurement effects

* Propensity score matching resp. using covariates, difference in survey estimates is measurement effect, assuming covs. explain selection
  + Estimating nonresponse bias and mode effects in a mixed-mode survey (Lugtig et al., 2011)
  + Estimation of unobservable selection effects in on-line surveys through propensity score matching: An application to public acceptance of healthy eating policies (Capacci et al., 2018)
* Estimate measurement error Overlapping units and variables – SEM
  + Estimating the Validity of Administrative Variables (Bakker, 2012)
  + Modelling Measurement Error to Estimate Bias in Administrative and Survey Variables (Scholtus et al., n.d.)
  + Latent Class Multiple Imputation for multiply observed variables in a combined dataset (Boeschoten et al., 2016)
* Classification error (generic, maybe other error types) with audit data
  + (van Delden et al., 2016) Accuracy of Mixed-Source Statistics as Affected by Classification Errors.
* Linking two data sources at individual level – estimating quality of probabilistic linkage
  + Using the bootstrap to account for linkage errors when analysing probabilistically linked categorical data (Chipperfield & Chambers, 2015)
  + Inference based on estimating equations and probability-linked data. (Chambers et al., 2009)
* Variance estimation in Combining several sources of aggregate data - Macro-integration by inequality restriction/balancing
  + On New Variance Approximations for Linear Models with Inequality Constraints (Knottnerus, 2016)
  + A Balanced System of Industry Accounts for the U.S. and Structural Distribution of Statistical Discrepancy (Chen, 2012)

### Distinguishing selection and measurement mode effect

* Interview/re-interview to disentangle selection and measurement bias
  + Nonresponse bias and measurement bias in a comparison of face to face and telephone interviewing (Biemer, 2001)
* Using aux. vars “unconfoundedness assumption” from causal inference theory
  + Propensity score weighting
  + Matching
    - ???(Morgan & Harding, 2006; Rosenbaum, 2021; Stuart, 2010)
  + Imputation
    - ???(Kang & Schafer, 2007; Schafer & Kang, 2008)
  + Regression estimation
    - ???(Imbens, 2004)
* ???(J. T. A. Vannieuwenhuyze & Loosveldt, 2013)

### Selection effects

* Weighting/regression-based inference for generic selection effects in non-experimental settings
  + Assessing the effect of data collection mode on measurement (Jäckle et al., 2010)
* Mode preference as covariate for explaining selection effects
  + Assessing the use of mode preference as a covariate for the estimation of measurement effects between modes: a sequential mixed mode experiment. (Vandenplas et al., 2016)

# data integration

**Integration under small differences**

When the mode effects are estimated to be negligible, the data may be integrated as-is. Supporting literature for this comes from studies comparing differences in smartphone-completed and PC-completed web surveys which can be treated as a single data source when measurement and coverage error are estimated to be sufficiently low, as is often the case when the instrument has been optimized for smartphone usage, but made available on the web (de Leeuw, 2018; de Leeuw & Hox, 2018).

Here, the primary concern may be related to small differences in recording that arise between smart and traditional surveys. For example, an app-based Time Use Diary may allow for smaller time-window increments than a paper-based Time Use Diary, requiring that the data be aggregated to the same time scale (Chatzitheochari & Mylona, 2021). These will be application-specific, but may be categorized as general harmonization procedures. When these differences become too large, or, in other words, when a meaningful mode measurement effect arises, such harmonization will still be a necessary component, but will be insufficient on its own to correct for the bias. In this case, integration under medium or large differences will be more appropriate.

**Integration under medium coverage/non-response only differences**

Previous research has suggested that coverage differences may pose the largest source of error in smartphone-based surveys (Antoun et al., 2019). In situations where the survey instruments are very similar between a smart survey and its traditional counterpart, such as might be expected in the comparison of an app-based diary format with limited smart features, the methodology currently used for adjusting for differences in selection within mixed-mode surveys can be directly employed.

Here the most common methods employed involve adjustment by postsurvey weighting, making use of available demographic variables (Bethlehem, 1988; Dzikiti, 2019)>. Researchers should be cautious here, both because the full necessary set of demographic variables may not be available to account for coverage differences (Antoun et al., 2019), and because non-response effects may be in the Missing Not at Random context (Andridge & Little, 2011)

Small area estimation can be used to further improve these estimates and reduce the variance (Rao & Molina, 2015). This is not limited to geographic areas, although it can be used to good effect in this context, but can be deployed in any situation in which there are distinct and related small categories (Boonstra et al., 2008).

**Integration under medium differences involving mode measurement effect**

Following from the literature reviewed in Section 5, many smart surveys without passive measurement are expected to fall within this category in which some amount of differential measurement necessitates more care in integrating the sets of data.

A natural extension of the weighting procedure used to adjust for selection effects involves reweighting through some mechanism to calibrate unit response propensity in addition to the measurement effect, but as distinct elements. Most methods accomplish this through the selection of a benchmark mode (Buelens & van den Brakel, 2015; J. T. A. Vannieuwenhuyze et al., 2014). When reinterview is possible, this offers a mechanism of disentangling measurement error that can be used in the integration process (Klausch et al., 2017). <\*\*reread\*\*>(Buelens & Van den Brakel, 2017). Different models are available here, but frequently either Structural Equation Models or IRT-approaches are used (Mariano & Elliott, 2017).

A similar approach involves handling mixed-mode measurements as treatment effects, and then handling them within the causal modelling framework. In this way counterfactual potential outcomes (“what if this participant had completed the other version of the survey?”) can be estimated with regression for each mode, and the overall estimates combined to produce a final estimate (Seho Park et al., 2017; Suzer-Gurtekin & Valliant, 2018; Tuba Suzer-Gurtekin et al., 2012).

**Integration under large differences**

Some smart surveys may lend themselves to larger differences than others, such as when passive measurements are used not to augment a direct response from a participant, but to replace it, as is the aim of some highly-smart surveys on travel behavior, in which measurements of distance or the number of stops would optimally be algorithmically calculated (Lawson et al., 2023). Matters of extreme time scale differences may pose similar problems. Here, research that arises from the field of multi-source methodology may provide more comprehensive solutions.

Similar to the counterfactual methods described above, responses under the other survey method can be seen as missing. In this way, multiple imputation can be used to generate a response for the other method in order to combine two data sources. (Kolenikov & Kennedy, 2014; Seunghwan Park et al., 2016).

When there is a clear preference for one mode to be used as a benchmark, it may be preferable to integrate the modes by using inequality restrictions that make use of the features of one source to impose constraints on the estimation (Boonstra et al., 2011). This can also be accomplished with bootstrapping rather than regression methods, which can be beneficial when the data linkage involves high levels of complexity (Chipperfield, 2020)

**Special cases of integration**

Qualitative methods can be used that make use of human analysis to combine disparate sources of data in a way that can make use of the benefits of both without requiring this to be algorithmically deterministic. Resch et al. (Resch et al., 2020) demonstrate this method for combining eDiary and sensor measurements using what they term a “visual analytics approach” in which they use one mode to provide context to another.

# Synthesis

Tie in with the French TUS experiment from TSS2: households complete both paper and app-based diaries, split on order of completion.
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# Appendix A

Table 1 Prior Research

| Error source(s) | Authors | Research design | Findings |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

| INTEGRATION METHODOLOGY | Study | Methodology | Comments |
| --- | --- | --- | --- |
| Two surveys on same outcome with some overlapping variables | (Seho Park et al., 2017) | Counterfactual prediction of outcomes under opposite survey using shared indicator variables, followed by a composite estimator | Also provides variance estimation for the combined estimator, methods for both continuous and categorical vars. |
| Correcting for differential coverage | (Keusch et al., 2023) | Weighting estimates on the basis of data relating sociodemographic information and smartphone ownership/specific OS | Weighting leaves remaining bias in many measures |
| Pooling estimates | (Dzikiti, 2019) | Separate estimates from each mode obtained, then a weighted linear combination |  |
|  |  |  |  |